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ABSTRACT

This study examines the impact of changing the lateral diffusion coefficient ARedi on the transport of the

Antarctic Circumpolar Current (ACC). The lateral diffusion coefficient ARedi is poorly constrained, with

values ranging across an order of magnitude in climate models. The ACC is difficult to accurately simulate,

and there is a large spread in eastward transport in the Southern Ocean (SO) in these models. This paper

examines howmuch of that spread can be attributed to different eddy parameterization coefficients. A coarse-

resolution, fully coupled model suite was run withARedi 5 400, 800, 1200, and 2400m2 s21. Additionally, two

simulations were run with two-dimensional representations of the mixing coefficient based on satellite al-

timetry. Relative to the 400m2 s21 case, the 2400m2 s21 case exhibits 1) an 11% decrease in average wind

stress from 508 to 658S, 2) a 20% decrease in zonally averaged eastward transport in the SO, and 3) a

14% weaker transport through the Drake Passage. The decrease in transport is well explained by changes in

the thermal current shear, largely due to increases in ocean density occurring on the northern side of theACC.

In intermediate waters these increases are associated with changes in the formation of intermediate waters

in the North Pacific. We hypothesize that the deep increases are associated with changes in the wind stress

curl allowing Antarctic Bottom Water to escape and flow northward.

1. Introduction

Processes in the Southern Ocean (SO) play a sig-

nificant role in the global meridional overturning cir-

culation and the stratification of the global ocean

(Naveira Garabato et al. 2016; Karsten and Marshall

2002; Gnanadesikan and Hallberg 2000). These pro-

cesses are strongly influenced by the only ocean cur-

rent that completely encircles the globe. The Antarctic

Circumpolar Current (ACC) flows around Antarctica

from west to east, tracing a roughly 25 000-km path

around the world (Rintoul 2009). In terms of volume

transport, the ACC is the largest ocean current on

Earth, with observational estimates at Drake Passage

ranging from 134Sv (1 Sv[ 106m3 s21) (Whitworth and

Peterson 1985; Cunningham et al. 2003) to 173.36 10.7Sv

(Donohue et al. 2016). Moreover, as the only current

that circumnavigates the Earth unimpeded by land, the

ACC is unique in its role as a mechanism for mixing

water masses that originate in different ocean basins

(Worthington 1981) and is a vital component of the

global general ocean circulation.

Due to the sheer volume of water transported by the

ACC and its proximity to sea ice and Antarctic ice

sheets, its dynamics are particularly important for cli-

mate. The ACC’s large capacity for heat uptake and

its influence on the meridional overturning circulation

make it an important driver for salinity, heat, and carbon

redistribution in the global ocean system (Giglio and

Johnson 2016; Frölicher et al. 2015). The observed and

projected regional trends in Antarctic ice sheet melting

are likely due to oceanic forcing and advection of heat

(Alley et al. 2015) associated with changes in the circu-

lation of the ACC. Changes in temperature and salinity

of SO water masses could have large repercussions for

ocean circulation, sea level rise, and global climate

(Alley et al. 2005; Pritchard et al. 2012). In addition to its

role in the melting of sea ice and ice sheets, the SO is an

important sink for anthropogenic carbon (Caldeira and

Duffy 2000; Frölicher et al. 2015). The SO takes up overCorresponding author: Sarah Ragen, sragen@uw.edu
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one-quarter of anthropogenic carbon each year, slowing

the rate of global warming. This relatively high uptake of

CO2 does not correspond with higher levels of carbon

storage, as the carbon taken up in the Southern Ocean

is exported northward isopycnally to other reservoirs

(Caldeira and Duffy 2000; Ito et al. 2010; Gnanadesikan

et al. 2015b).

Multiple physical processes, both global and spe-

cific to the SO, influence the transport of the ACC. The

westerly winds over the SO impart momentum to the

ACC, which flows unimpeded by topography at shallow

depths. In the zonal mean, this momentum is balanced

by form drag at depth (Gille 1997; Hallberg and

Gnanadesikan 2001). This implies that the northward

Ekman flux at the surface must be balanced by a

southward geostrophic flux of waters below the depth of

topographic features in the SO. A number of authors

have used this momentum balance to predict a barotropic

ACC in which the transport scales as the wind stress

(Munk and Palmén 1951; Wang 1994). However, the

ACC is far from barotropic. As the Ekman flow is

lighter than the deep inflow, the resulting circulation is

associated with a tilting of isopycnals that slope down

away from the continent, resulting in a thermal current

shear across the current.

There are several physical regimes in which the

northward Ekman and southward deep flows balance

(Hallberg and Gnanadesikan 2001), resulting in differ-

ent relationships between the thermal current shear in

the current and the large-scale overturning. The first

regime involves connecting the deep and shallow flows

through surface buoyancy transformation. Southward

flowing water upwells in the Southern Ocean, is initially

lightened via freshening, warms as it moves northward

and then is injected into the thermocline as mode and

intermediate water (Gnanadesikan 1999; Gnanadesikan

and Hallberg 2000). The thermal current shear is then

determined both by the density contrast across the cur-

rent Dr (Fu�ckar and Vallis 2007) and by the relation-

ship between the pycnocline and Northern Hemisphere

overturning—if, as inGnanadesikan (1999), the overturning

in the north depends on Dr and the square of the

pycnocline depthD, for fixed Dr,D}
ffiffiffi
t

p
, and the ACC

transport scales as wind stress t.

It is quite clear, however, that theNorthernHemisphere

overturning is smaller than theEkman flux in the Southern

Ocean, and that not all of the upwelling water is drawn

from deeper levels. There are two possible mechanisms

by which this can occur. The first is the formation of

stationary eddies, whereby dense water is mounded up

over ridges as the ACC deflects northward over topo-

graphic features (which can be seen in hydrography in

many parts of the ocean). This can result in a potentially

significant fraction of the southward flow returning

as northward flow over these ridges (Hallberg and

Gnanadesikan 2001).

A second way of limiting the amount of deep upwelling

is the presence of transient eddies. In a flat-bottomed

channel, the overturning produced by a zonal wind

stress steepens tilting isopycnals and increases thermal

current shear up to the point where the flow becomes

baroclinically unstable (Johnson and Bryden 1989; Straub

1993). Beyond this point, eddies generate an advective

overturning that acts to strongly restore the flow to a

level of marginal instability, largely balancing any

changes in the wind-driven overturning. In such a re-

gime, the transport is constrained below somemaximum

value. Such ‘‘eddy saturation’’ has been found in ideal-

ized eddy-permitting models with topography that do

not include buoyancy forcing (Tansley and Marshall

2001; Munday et al. 2013) and is approximately found in

realistic eddy-permitting models of the Circumpolar

Current that are run out for relatively short periods of

time (Hallberg and Gnanadesikan 2006).

However, as noted by Jones et al. (2011), the time

scale for the low-latitude pycnocline to adjust to any

imbalance between the Ekman-driven overturning and

the eddy flux that compensates it (i.e., to changes in the

so-called ‘‘residual flow’’) can be many hundreds of

years. Thus, the degree to which the actual ACC is in a

saturation regime may be overestimated. Hallberg and

Gnanadesikan (2001) presented an idealized model that

included each of the aforementioned three methods

of closing the Southern Ocean Ekman flux and found

three stable regimes: a buoyancy forcing dominated re-

gime, an ‘‘eddy compensation’’ regime in which eddies

compensate a relatively constant fraction of the over-

turning, and an eddy saturation regime in which in-

creases in Ekman flux are balanced by increases in the

eddy overturning. In the first regime, fractional changes

in the wind stress match fractional changes in the ACC

transport. In the second regime, fractional changes in

the wind stresses are associated with smaller fractional

changes in the transport. In the third regime, the trans-

port is insensitive to wind stress but the eddy energy

increases with wind stress (Meredith and Hogg 2006).

Hallberg and Gnanadesikan (2001) argued that the real

world falls in the second regime and a number of model

studies since then have been consistent with this pre-

diction (Dufour et al. 2012; Morrison and Hogg 2013;

Langlais et al. 2015; Doddridge et al. 2019).

In most coupled climate models, mesoscale eddies

cannot be directly simulated as they occur at spatial

scales smaller than the model grids. To account for the

impact of these eddies, climate models employ two eddy

parameterization schemes, referred to as theRedi scheme
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and the Gent–McWilliams (GM) scheme. Both are

schematically illustrated in Fig. 1. The GM scheme

(Fig. 1, left) represents the eddy compensation using a

diffusion coefficient AGM (Gent and McWilliams 1990).

Horizontal fluxes then take the formFC52AGM(›S/›z)C,

where S is the slope of the isopycnal and C is the con-

centration of the tracer being transported.

The Redi parameterization (Fig. 1, right) refers to

mixing along neutral surfaces with diffusion coefficient

ARedi (Redi 1982) and fluxes given by FC 52ARedi=hC,

where =hC represents the lateral tracer gradient. The

actual value ofARedi in the SouthernOcean is uncertain.

Many studies and papers prescribe identical values for

ARedi and AGM (Griffies 1998; Gnanadesikan et al.

2006). However, this strategy necessitates using rela-

tively small mixing coefficients since GM coefficients

greater than 1000m2 s21 damp the overturning circula-

tion (Gnanadesikan 1999). Spatiotemporally constant

values of ARedi used in CMIP5 models range from 500

(Johns et al. 2006) to 2000m2 s21 (Fogli et al. 2009).

Other models use spatially varying ARedi ranging from

values of around 200m2 s21 in gyres and 650–1500m2 s21

in boundary currents (Gnanadesikan et al. 2006; Dunne

et al. 2012; Bentsen et al. 2013). However, observational

estimates of ARedi ranging from 1000 to more than

10 000m2 s21 have been obtained using floats and tracers

(Ledwell et al. 1998; Gnanadesikan et al. 2013; Lumpkin

and Flament 2001) whereas estimates from satellite

altimetry range from less than 200 to more than

10 000m2 s21 (Abernathey and Marshall 2013).

The transport of the ACC is often poorly simulated in

climatemodels (Russell et al. 2006; Beadling et al. 2019).

Values in the CMIP3 archive for the transport at Drake

Passage range from 50 to 300 Sv with a mean transport

of 144.6 6 74.1 Sv. CMIP5 gives a slightly better range,

putting transport at Drake Passage in a range from 88 to

246Sv with a mean transport of 155 6 51Sv (Meijers

et al. 2012; Meijers 2014; Beadling et al. 2019).

The reasons for these differences remain obscure.

Beadling et al. (2019) shows that the maximum wind

stress by itself explains relatively little intermodel vari-

ability, while the density gradient across the ACC ex-

plains much of it. However, so many things change

between models (ocean mixing, cloud parameteriza-

tions, atmosphere gravity wave drag, atmospheric and

oceanic resolution, sea ice models) that it is difficult to

isolate which processes have the most important role.

Certain models still use fixed global values for AGM and

ARedi, though AGM should vary temporally, horizon-

tally, and with depth (Danabasoglu and Marshall 2007;

Gent andDanabasoglu 2011) andARedi probably should

too. To date, only a few studies have isolated the impact

of changing eddy parameterization. Gent et al. (2001)

presented a study in which winds and the mixing coef-

ficients AGM 5 ARedi were both varied in a coupled

model. They found that increasing the mixing coeffi-

cients together decreased the strength of the current.

This is expected as the eddy overturning associated

with theGM coefficient scales asAGMS, and thus with a

larger coefficient, a smaller isopycnal slope S would be

required for the eddy flux to balance the Ekman flux,

implying a lower thermal current shear. For a fixed

AGM coefficient, however, the overturning and ACC

transport were found to increase with the wind stress.

Similarly, Farneti and Gent (2011) found that the de-

tails of the GM parameterization, in particular the

value at which AGM is limited so as to avoid singularity

in mixed layers, can also affect the ability of the eddy

advection to realistically compensate changes in the

Ekman flux.

Insofar as ARedi primarily mixes along isopycnals,

warming or cooling along isopycnals should be balanced

by salinification or freshening. It might therefore be

assumed that changing ARedi would not significantly

alter isopycnal slopes and thus would have a relatively

limited impact on the ACC, so that one could attribute

the sensitivity seen by Gent et al. (2001) entirely to the

AGM coefficient. However, as we will demonstrate in

this paper, when ARedi is allowed to vary independently

of AGM over a range comparable to that seen within the

CMIP5 ensemble within a single coupled climate model

it can have a significant impact on the ACC. This is both

because such changes in ARedi produce changes in SSTs

(Pradal and Gnanadesikan 2014) which in turn impact

the winds over the SO, as well as because they produce

changes in high-latitude stratification and convection.

In the following section of this paper, we will intro-

duce the model used and the experimental design.

FIG. 1. Schematic of eddy impacts in the ocean. Shown are

impact of (left) Gent–McWillliams parameterization and (right)

Redi along-isopycnal mixing that is the focus of this manuscript.
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Section 3 presents the results of six different simula-

tions with different representations of ARedi, allowing

us to evaluate how much of the range seen in CMIP5

could be attributed to variations in this parameterization.

In the last section of the paper, we will discuss what our

results imply about the dynamics of the Circumpolar

Current.

2. Model description

For this study, the physicalmodel used is theGeophysical

FluidDynamicsLaboratory (GFDL) fully coupledCoupled

Model 2 with Modular Ocean, coarse grid (CM2Mc).

The model includes separate atmosphere, ocean, sea ice,

and land components that are linked through a flux

coupler. The atmosphere model grid consists of 24 ver-

tical levels, with a 3.758 longitudinal resolution and a

38 latitudinal resolution. The ocean model has 28 verti-

cal levels and a nominal 38 3 1.58 resolution, with a

latitudinal resolution that is finer in the equatorial

waveguide and in Drake Passage latitudes. The model

contains up-to-date representations of many processes,

including atmospheric convection, oceanic vertical mix-

ing, and eddy mixing. Climatological annual cycles of

ozone and 12 classes of aerosols (black carbon, sulfate,

organic carbon, sea salt, and eight size classes of dust) are

prescribed. Additionally, global mean atmospheric con-

centrations of three greenhouse gases (CO2, CH4, and

N2O) are fixed throughout the run.

Four simulations were conducted with the diffusive

eddy mixing coefficient ARedi set to spatiotemporally con-

stant values of 400, 800, 1200, and 2400m2s21. These runs

are referred to as AREDI400, AREDI800, AREDI1200,

and AREDI2400, respectively. Additionally, two simu-

lations were made in which the ARedi was estimated

using a field of surface velocities estimated from satellite

altimetry (Abernathey and Marshall 2013). The result-

ing field ofARedi is shown in Fig. 2a and shows relatively

small values in the Southern Ocean but much higher

values in the subtropical gyres. A simulation made with

this field is referred to as ABER2D. To evaluate

whether changes due to employing this 2D field were

due to the full 2D structure of the field or merely to the

latitudinal variation in the field, an additional simulation

was made with a zonally averaged version of Fig. 2a,

shown in Fig. 2b and referred to as ABERZONAL. We

note that the fields are both isotropic and independent of

depth, conditions that are unlikely to hold in the real

world. However, there is no consensus in the literature

for how diffusion coefficients should fall off with depth

and previous work (Gnanadesikan et al. 2015a) suggests

relatively high coefficients in the deep southeast Pacific.

Our results should thus be taken as exploring possi-

ble sensitivities rather than as the final word on the

impact of lateral mixing. The impact of changing ARedi

on hydrographic properties is reported in Pradal and

Gnanadesikan (2014), Gnanadesikan et al. (2015a,b),

and Bahl et al. (2019).

Modern values of oceanic temperature and salinity

are used to initialize the simulations. A simulation with

greenhouse gases and aerosols held at 1860 values was

spun up for 1500 years with ARedi 5 800m2 s21. After

1500 years, five simulations are branched off this trunk

runwith differentmixing coefficients. All six simulations

are then run for 1000 years. In each of the five branches,

themajority of the surface temperature change occurred

in the first 50 years. The last century, years 900–1000,

was used to establish the climate in each case. The dif-

ferences between the centennially averaged ACC trans-

ports across the different runs are larger than the 62-Sv

range in centennially smoothed transport within the

control simulation. However, it is by no means clear

that the final state associated with equilibration of the

deep ocean has been reached. The results should thus

be taken as indicative of the variance in ACC that can

be induced by uncertainty about what value ofARedi to

prescribe.

The parameterization of advective subgrid-scale me-

soscale eddy transport is represented using a spatially

varying coefficient AGM with a minimum coefficient of

FIG. 2. Mixing coefficients from Abernathey and Marshall (2013) altimetric product (m s22) mapped to the model grid. (a) Full 2D field,

used in the ABER2D simulation. (b) Zonally averaged version used in the ABERZONAL simulation.
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200m2 s21, and a maximum of 1400m2 s21. AGM is

computed from the local vertical shear of the horizontal

velocity andwidth of the baroclinic zone (Gnanadesikan

et al. 2006) following earlier work by Griffies (1998).

Insofar asARedi causes changes in the stratification it also

induces variation of the value of AGM. As in Galbraith

et al. (2011) the effective maximum slope used to com-

pute the overturning streamfunction Smax is 0.01.

The model used in this study is similar to the GFDL 18
coupled model (CM2.1) but with a coarser resolution so

as to decrease the computational cost of spinning up

long-term simulation suites. Despite the coarser reso-

lution, CM2Mc features updates over CM2.1 including

improvements to subgrid-scale mixing parameteriza-

tions in the ocean (Galbraith et al. 2011) and a higher

value of Smax. There are physics in the ACC that are not

included in this model, but as this paper explores eddy

parameterizations in climate models, the coarse reso-

lution of CM2Mc suits the purposes of this study.

Higher-resolution models can resolve eddies and might

show less of an impact on eastward transport due to eddy

saturation effects. The sensitivity of this coarse-resolution

model to variations in parameters is not necessarily di-

rectly comparable to a model of finer resolution. While

our results might differ from higher-resolution models

and the real ocean, the phenomena in CM2Mc are con-

sistent with other climate models, such as those included

in CMIP5.

3. Results

Transport through the Drake Passage in this study’s

model simulations is consistent with observations and

CMIP5 models. AREDI400, AREDI800, and ABER2D,

with respective Drake Passage transports of 169.7, 161.0,

and 158.5Sv, fall within 2s of the observational estimate

of 173.3 6 10.7 Sv (Donohue et al. 2016). This criterion

is employed by Beadling et al. (2019) to assess the

accuracy of ACC transport in CMIP5 models. The

AREDI1200, AREDI2400, and ABERZONAL runs

all lay just below the observational range of uncer-

tainty by 6 Sv or less (Table 1). Furthermore, the

zonal mean wind stress produced by the models in this

study compare well with the ERA-Interim atmo-

spheric reanalysis (Dee et al. 2011), the NCEP re-

analysis (Kistler et al. 2001), and the range of CMIP5

models (Beadling et al. 2019).

To understand the differences between mixing cases,

we first examine the changes in surface wind stress,

temperature, and salinity that arise from altering the

ARedi coefficient. Figure 3 shows a contour map of dif-

ferences in surface properties between AREDI2400

and AREDI400. Surface wind stress (Fig. 3a) shows

both a weakening over latitudes of 458–658S and a

strengthening over latitudes of 308–458S. This is a signature
of both a weakening in the peak winds and a small equa-

torward shift. Maximum decreases in surface wind stress

reach 0.02Nm22, which amounts to a 10% change with

respect to the peak values (Seviour et al. 2017) between the

low and the high mixing cases. Sea surface temperature

(Fig. 3b) increases with ARedi over almost the entire ocean

(with exceptions in few small regions, off the east coast of

New Zealand, in the South Atlantic around 408S, and off

the coast of South Africa). The greatest temperature dif-

ference is an increase of about 48C west of Drake Passage

and just off the ice shelf. As this warming reduces the

equator-to-pole temperature gradient, it is broadly con-

sistent with the warming driving the change in wind

stress, though the stress changes are considerably more

zonal in character. Increasing lateral eddy mixing

generally increases salinity, but causes a small decrease

in a region within the Ross Sea (Fig. 3c). The increase

in salinity and temperature as mixing increases can be

understood in terms of additional transport of salt along

isopycnals destabilizing the wintertime thermocline and

allowing more upward mixing of heat in polar regions

(Pradal and Gnanadesikan 2014).

Figure 4a shows the barotropic quasi-streamfunction

for the low mixing case (AREDI400) relative to the

southern tip of South America (so that the value at

the tip of the Antarctic peninsula represents the

transport through Drake Passage). Note that the term

quasi-streamfunction accounts for the fact that sur-

face freshwater fluxes that cause a relatively small

amount of divergence, which is ignored to compute

the streamfunction. The other plots in Fig. 4 show

the differences between the streamfunction in other

mixing cases and the low mixing case (colors) with

contours of the streamfunction in the low mixing case

overlaid (contours).

TABLE 1. Averaged diagnostics across the model suite. The

second column shows eastward transport in Drake Passage (Sv).

The third column shows the averaged eastward transport in the

latitude band from 408 to 658S (where as seen in Fig. 6 the zonal

mean velocities are eastward). Column 4 shows the mean wind

stress from 458 to 658S, covering the region where changes are

generally in the same sense.

Model

Drake Passage

transport (Sv)

658–408S
transport (Sv)

Mean wind

stress (Pa)

AREDI400 169.7 193.5 0.103

AREDI800 161.0 179.1 0.098

AREDI1200 146.6 157.3 0.092

AREDI2400 145.8 155.8 0.091

ABER2D 158.5 167.9 0.096

ABERZONAL 148.6 159.2 0.093
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In general, higher mixing coefficients produce lower

transports inDrake Passage and in the zonalmean, though

the differences between AREDI2400 and AREDI1200

are relatively small. As shown in Table 1, increasingARedi

from 400 to 2400 reduces the transport in Drake Passage

by 24Sv (about 14%) and reduces the average eastward

transport across all longitudes by 37Sv (about 20%).

The altimetry-based estimates of mixing produce results

that lie between the AREDI400 and AREDI2400 cases.

Note that the ABER2D simulation shows much larger

changes inACC transports than does theABERZONAL

case, with a drop that is almost twice as large at Drake

Passage. This suggests that the full 2D structure of the

mixing in ABER2D plays an important role in deter-

mining the response of the Southern Ocean, possibly

because high mixing coefficients are displaced away from

frontal zones.

In all cases, the transport anomaly relative toAREDI400

is negative south of 558S, indicating reduced eastward

circulation. This suggests that increasing ARedi corre-

sponds to a slowdown in the component of the eastward

flow associated with the subpolar gyre. Moreover, in

some places, like the central South Pacific and east of the

Drake Passage, the negative transport anomaly extends

northward to about 508S. The transport anomaly relative

toAREDI400 is positive north of 558S, suggesting a shift
between transport being carried in the ACC and in the

subtropical gyres. Figure 4 shows a slowdown of the

subtropical gyre in the southern Pacific, and a northward

shift in the eastward transport in the Atlantic and

Indian basins. In each mixing case, the largest de-

creases in eastward transport in the Southern Ocean

occur before the current enters the Drake Passage at

about 1208W,where the Ross Sea gyre also decreases in

FIG. 3. Differences between high mixing (AREDI2400) and low mixing (AREDI400) cases.

(a) Zonal wind stress at the air–sea interface (Nm22). (b) Sea surface temperature (8C). (c) Sea
surface salinity (psu).
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strength. Relative to AREDI400, AREDI800 shows a

decrease of 8.7 Sv in Drake Passage, but more than

24 Sv in the central Ross Sea (and 13.5 Sv in the zonal

average). The changes are generally smaller in the

Drake Passage than at other locations in the Southern

Ocean. This indicates that the Drake Passage is not a

reliable indicator of significant changes in the averaged

eastward volume transport in the Southern Ocean

as whole.

a. Momentum and its balances within the
Southern Ocean

Because the flow through Drake Passage may not be

fully representative of the whole Southern Ocean, we

instead examine the zonal means of transport and wind

stress. As shown in Fig. 5, the higher the lateral mixing

parameterARedi, the lower the transport and zonal wind

stress. Relative toAREDI400, zonally and depth-averaged

velocities (Fig. 5a) in AREDI2400 decrease by around

30% in Drake Passage latitudes and by around 20%

north of that. In contrast, the wind stress (Fig. 5c) varies

much less. Peak wind stress (at 518S) drops from 0.128 to

0.114 Pa, an 11% decrease, similar to the change in

average wind stress in the region where winds de-

crease (658–458S). The changes in zonal mean velocity

(Fig. 5b) look similar to the changes in wind stress

(Fig. 5d) with corresponding peak anomalies. However,

it is noteworthy that even though eastward winds de-

crease throughout the Southern Ocean, the current re-

sponse in the Ross Sea is in the reverse direction as the

winds (which show a westward acceleration in this

latitude band).

While larger drops in wind are associated with larger

changes in the current, it seems clear that theories in

which the ACC transport is linearly proportional to

the wind stress (i.e., Wang 1994; Marshall 2003) cannot

explain such a disproportionate response. Such theories

fall short of describing the response of the ACC to

changes in wind stress. The fractional change in trans-

port is smaller in magnitude than the fractional change

in wind due to compensation from eddies (Langlais

et al. 2015).

FIG. 4. Plots showing the streamfunction computed using zonal transport and differences relative to the lowest constant mixing case

anomalies (Sv).Colors show(a)AREDI400 transport; (b) transport difference,AREDI8002AREDI400; (c) transport difference,AREDI12002
AREDI400; (d) transport difference, AREDI24002AREDI400; (e) transport difference, ABER2D2AREDI400; and (f) transport

difference, ABERZONAL 2 AREDI400. Contours always represent the AREDI400 transport.
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If eddy compensation is to explain why the fractional

change in transport is greater than the fractional change

in wind, AGM would have to increase with ARedi (Gent

et al. 2001). Instead (as shown in Fig. 6) the AGM coef-

ficients get smaller as the mixing coefficients increase,

with a larger drop for AREDI1200 and AREDI2400

(Figs. 6c,d) than for AREDI800 (Fig. 6b). The maxi-

mum parameterized eddy overturning in depth space

in the Southern Ocean also drops, falling from220.5 Sv

in AREDI400 to 214.7 Sv in AREDI1200. In den-

sity space, a similar drop is seen from 218.5 Sv in

AREDI400 to213.0 Sv in AREDI1200. Similar values

are found for ABER2D and ABERZONAL, though

surprisingly AREDI2400 has a larger eddy overturning

of218 Sv in depth space and215.9 Sv in density space.

Both the changes in AGM and eddy-driven overturning

are in the wrong direction to explain the modeled

changes in ACC transport, as less momentum is pumped

out of the surface layer into the deep layer by eddies as

ARedi increases.

Before further examining the impacts of the change in

wind stress, we examine the mechanisms behind such

changes. The black line in Fig. 7a shows the difference

in surface wind stress between the AREDI2400 and

AREDI400 simulations. As seen by looking at the red

line in Fig. 7a, differences in the divergence of the

column-integrated atmospheric poleward eddy flux of

zonal momentum largely explains these differences in

surface stress (especially over the Southern Ocean where

topographic form stress is zero), indicating that the black

line in Fig. 7a effectively shows the difference in down-

ward flux of eastward momentum.

What accounts for the changes in eddy momentum

flux? As shown in Fig. 7b, there is a basic relationship

between the upper-atmosphere (200mb; 1mb 5 1 hPa)

geopotential height gradient across the Southern Ocean

(408–658S) and the poleward eddy zonal momentum

flux into the Southern Ocean (at 458S) integrated across

all pressure levels. A larger drop in geopotential and

thus a stronger atmospheric jet corresponds to a greater

poleward eddy zonal momentum flux at 408S. This
relationship explains both the interannual variability

seen in the model and the difference between the two

models. The blue and black point clouds in Fig. 7b are

offset, indicating that the AREDI2400 model never

experiences the strongest gradients in zonal mean

FIG. 5. Momentum in the Southern Ocean. (a) Zonal mean velocity for all six mixing cases is shown from 808 to
208S. (b) Zonal mean velocity difference relative to AREDI400 for the other five cases. (c) Zonal mean wind

stress (Pa); NCEP observations are shown by the thick black line with symbols. (d) Zonal mean zonal wind stress

difference relative to AREDI400 for the other five cases.
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geopotential height seen in AREDI400, and as a result

the mean geopotential height difference between 408
and 658S is 37m (around 5%) lower. The relationship

between eddy momentum flux and geopotential height

gradient in our simulations is consistent with that seen

in the ERA-Interim reanalysis (the dashed line in

Fig. 7b shows the mean slope and range over the period

from 1979 to 2010). Our model shows more variability

than the ERA-Interim reanalysis (possibly because the

200 years shown here allow for us to see the impacts of

interdecadal variability which may be damped in the

ERA record), but the marginal sensitivity between the

overall change in upper layer winds and eddy mo-

mentum flux is consistent.

The difference in 200-mb geopotential height f200

between the AREDI2400 and AREDI400 simulation

(Fig. 7c) is dominated by a rise over Antarctica.Warmer

atmospheric temperatures at pressures greater than

200mb drive the increase in f200 over the globe. The

increase in f200 is smallest at latitudes around 408S,

where atmospheric temperatures change very little

between AREDI2400 and AREDI400. Poleward of

this latitude, changes in the temperature of up to 28C
are seen when averaged over the entire troposphere.

Such changes are quite sufficient to produce the tens

of meters of change in f200. Higher temperatures over

Antarctica act to decrease the geopotential height

gradient. This causes a smaller amount of momentum

convergence into the region of maximum wind speed

and results in lower wind stress at the sea surface

(Starr 1948).

b. Thermal current shear and buoyancy

As noted above, the impact of winds on ACC trans-

port can be indirect, as the winds affect water mass

transformation and change the density contrast across

the ACC, in turn altering the thermal current shear. We

computed the differences in eastward thermal current

shear from the differences in the density field at each

longitude and integrate it vertically to get current

FIG. 6. GM coefficients AGM (m s22) in the Southern Ocean across the model suite: (a) AREDI400 simulation, (b) difference in

AGM AREDI8002AREDI400, (c) difference inAGM AREDI12002AREDI400, (d) difference inAGM AREDI24002AREDI400,

(e) difference in AGM AREDI800 2 ABER2D, and (f) difference in AGM AREDI800–ABERZONAL.
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velocity relative to a depth of 4500m.As shown in Fig. 8,

the resulting prediction of the velocity change across the

ACC between AREDI2400 and AREDI400 (Fig. 8b)

looks similar to the actual change (Fig. 8a). Similar re-

sults have been found for other pairwise comparisons

between our simulations but are not shown here. This

suggests [consistent with the recent results of Beadling

et al. (2019)] that we should focus on the density changes

across Drake Passage rather than on bottom pressure

gradients and barotropic transport as the primary ex-

planation for the differences in ACC transport across

the model suite.

Cross sections of the differences in potential temper-

ature, salinity, and in situ potential density between

AREDI2400 and AREDI400 are shown in Fig. 9. The

left-hand column shows values north of the ACC chan-

nel at 408S and the right-hand column shows values

south of the channel at 658S. North of the channel, there

is a temperature increase at the surface above about

500m of depth of about 18C. Below that, the temperature

decreases with maximum temperature decrease of

about 28C with increasingARedi. The change in salinity

is similar, with a 0.5-psu increase at the surface above

depths of around 1500m. Below that, the salinity de-

creases by about 0.3 psu. This results in an increase in

density throughout the entire depth of the cross section of

about 0.2kgm23.

On the southern side of the channel, a similar pattern

emerges with temperature and salinity increases at the

surface and decreases at depth. The temperature in-

creases by about 18C at the surface, but this increase is

confined to the top 200m except in a small region at

about 1508E where it dips down to about 500m. The

salinity increases by about 0.2 psu above 500m except

FIG. 7. Dynamically relevant changes in the atmosphere between AREDI2400 and AREDI400. (a) Changes in momentum

transport. The black line shows the change in surface wind stress. The red line shows the change in momentum flux convergence.

(b) Relationship between momentum flux at 408S and geopotential height difference between 408 and 658S. Symbols show

AREDI400 (black) and AREDI2400 (blue). The dashed line shows equivalent range and slope of relationship in the ERA-Interim

reanalysis. (c) Change in 200-mb geopotential height, illustrating an increase over Antarctica (m). (d) Change in temperature at

heights below (pressures above) 200 mb, illustrating the connection between an increase in geopotential height and surface

warming (8C).
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for in the same region where the depth of the isohaline

surface dips to 1500m. Here, on the southern side of the

channel, the change in density is much smaller than on

the northern edge of the channel. Nowhere on the

southern edge of the channel does the density increase

by more than 0.2 kgm23.

While altering the mixing changes the mean density

throughout the ocean, such changes are only marginally

relevant for the thermal current shear. To better focus

on the relevant density changes we now look at zonal

mean density anomalies relative to the zonally averaged

value at the same depth at 658S, defining

FIG. 8. Comparison of changes between the AREDI2400 and AREDI400 case. (a) Zonal mean velocity (m s21). (b) Velocity change

relative to 4500m computed from thermal current shear (m s21).

FIG. 9. Circumpolar cross sections of changes between AREDI2400 and AREDI400 in (a),(b) potential temperature (8C), (c),(d) salinity
(psu), and (e),(f) in situ density (kgm23). Shown are changes at (left) 408S and (right) 658S.

APRIL 2020 RAGEN ET AL . 975

Brought to you by University of Washington Libraries | Unauthenticated | Downloaded 01/16/21 08:30 PM UTC



Dr
65S

5 [r(z,f,Model)2 r(z,f5 65S,Model)]

2 [r(z,f, AREDI400)

2 r(z,f5 65S,AREDI400)], (1)

where r(z,f, Model) is the density at a certain depth and

latitude in the specific ARedi model run, r(z, f 5 65S,

Model) is the density at the same depth, at latitude 658S,
and in the same model run, r(z, f, AREDI400) is the

density at the same depth and latitude in AREDI400,

and r(z, f5 65S, AREDI400) is the density at the same

depth at latitude 658S in AREDI400. This enables us to

better compare density changes between simulations

on a single plot without having to visually correct for

different offsets in density.

Profiles of Dr65S for each model simulation and ob-

servations are shown in Fig. 10a. The AREDI400 case is

closest to observations, and the density difference across

the current decreases as ARedi increases. There seem to

be greater changes in Dr65S above 1000m with changing

ARedi. The raw density differences between AREDI400

and AREDI2400 are shown in Fig. 10c. Consistent with

Fig. 9c, the changes within the Southern Ocean are

small. The relative densification of the mode and inter-

mediate waters is a far larger signal. Additionally, in-

creasingARedi results in a tongue of slightly denser water

penetrating below 2000m.

The zonal transport Mx relative to the bottom can be

found by double integrating the equation for shear rel-

ative to a motionless bottom velocity with the following

equation:

M
x
5

ð0
z52D

y(z, y)

ðfn

y5fs

dy dz

5

ð0
z52D

ðz
z052D

ðfn

y5fs

›y

›z
dy dz0 dz , (2)

where y is meridional velocity, z0 is the vertical coordi-

nate (positive upward), fs is the latitude on the southern

side of the ACC, and fn is the latitude on the northern

FIG. 10. (a) Profiles of zonally averaged difference in density between 458 and 658S for each simulation and observations. (b) Profiles of

zonally averaged difference in density between 458 and 658S multiplied by depth, highlighting locations most important for changing the

baroclinic transport. (c) Zonally averaged change in density relative to 658S between AREDI2400 and AREDI400. (d) Zonally averaged

change in density relative to 658S multiplied by depth. (e) Zonally averaged surface buoyancy flux. (f) Cumulatively integrated buoyancy

flux, indicating transport that would be required to balance the fluxes in (e).
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side of the ACC. Note that following Beadling et al.

(2019) we perform this integration relative to 4500m.

Since we integrate upward from the bottom, changes in

thermal current shear at depth will have a much larger

impact on the total transport than changes near the

surface (as the impact of shear on transport represents

a double integration). If we only consider the compo-

nent of the shear that is due to thermal current, Eq. (2)

becomes

M
x
’

g

f (55S)

ð0
z52D

ðz0
z052D

[r(45S, z0)2 r(65S, z0)] dz0 dz

5
g

f (55S)

ð0
z52D

[r(45S, z)2 r(65S, z)]z dz,

(3)

where g is the acceleration due to gravity, f(55S) is the

Coriolis parameter at 558S, and r is density. Equation (3)
shows that changes in density at depth have a greater

impact on transport than changes at the surface.

When we multiply the density change in Figs. 10a

and 10c by the depth (allowing us to properly com-

pare the impact of density changes on transport),

we get the profiles in Fig. 10b and the section in

Fig. 10d, respectively. Figure 10b shows a relatively

constant impact of the cross-channel density differ-

ences below 1000m on the thermal current shear,

though there is decrease in the impact of the shear

at about 2000m Fig. 10d shows the difference be-

tween the AREDI2400 and AREDI400 models, which

highlights two regions of dynamically important den-

sity change, centered at around 1000 and 3000m, that

contribute roughly equivalent increments to the total

transport.

These differences are not easily explained in terms of

changes in surface fluxes. The surface buoyancy flux

Qbuoy is computed as

Q
buoy

52g(aQ/c
p
2b

s
F
w
S) , (4)

where a is the coefficient of thermal expansion,Q is the

surface heat flux, cp is the specific heat of seawater, bS is

the haline contraction coefficient, Fw is the surface

freshwater flux (kg s21), and S is the surface salinity. As

shown in Fig. 10e, the changes in the surface buoyancy

flux are relatively small. There is a little more buoyancy

gain between 658 and 558S and a little less loss north of

these latitudes in AREDI400 as compared to the other

model runs, but the other runs do not show much con-

trast from each other. We can integrate these fluxes with

longitude and cumulatively integrate them with latitude

to get the meridional buoyancy transport needed to

balance them, as shown in Fig. 10f. All the models show

that the Southern Ocean is a region of buoyancy gain

and export to lower latitudes. However, the magnitude

of buoyancy export is essentially identical across the

simulations, although the latitude of themaximum shifts

equatorward (along with the peak in wind stress) as

ARedi increases. It is not obvious how this could explain

why we see larger increases in density (decrease in

buoyancy) to the north of the Drake Passage latitudes

than within them. This suggests that we may need to

lookmore carefully at whywatermass properties appear

to shift across the models.

c. Water masses

We examine differences in water masses by looking

at changes in salinity between the AREDI2400 and

AREDI400 simulations in the 500–1500- and 2000–3000-m

depth bands that, as seen in Fig. 10d, have a big impact

on thermal current shear (Fig. 11). The intermediate

waters (left column, Fig. 11) show large changes

in salinity emanating from the North Pacific, which

propagate into the Southern Hemisphere. There is a

salinification of intermediate waters in the Pacific

basin in AREDI2400 as compared to AREDI400,

which can be seen in Fig. 11c. This causes densification

north of the ACC at about 408S. We interpret these

changes as arising from the destratification of the

North Pacific, which strengthens the circulation in the

Pacific basin. Increasing mixing tends to decrease

stratification in the North Pacific as surface waters

increase in salinity, reducing the difference in salinity

across the winter halocline (Pradal and Gnanadesikan

2014; Gnanadesikan et al. 2015a; Bahl et al. 2019).

Vertical exchange in the North Pacific is strongly de-

pendent on the magnitude of this salinity contrast

(Gnanadesikan et al. 2015a; Bahl et al. 2019) and its

reduction leads to increased overturning in the Pacific

basin (see Fig. 10 in Bahl et al. 2019). The overturning

circulation draws salty subtropical waters into the

Northeast Pacific and shallows the pycnocline through-

out the global ocean.

By contrast, at depth, the biggest changes in salinity

are seen within the Southern Ocean. AsARedi increases,

temperature and salinity decrease at depth in the

Southern Ocean. We quantify this by examining T–S

plots between 2000 and 4000m in these two simulations,

shown in Fig. 12. Black symbols indicate the water mass

properties between 608S and the equator, while con-

tours show the potential density referenced to 3000m.

The red stars indicate the average water mass properties

at 408S. In the AREDI400 case, the mean water mass

properties at this latitude (T 5 3.58C, S 5 34.83 psu)

are close to the midpoint between Antarctic and

North Atlantic water masses. A quantitative water
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mass analysis shows that at this latitude, 49% of the

water is of NorthAtlantic origin (T5 58C, S5 35.12 psu),

21% is Circumpolar Deep Water from the deep

Southern Ocean (T 5 0.58C, S 5 34.6 psu) and the

remaining 30% is from the intermediate water classes

(T 5 38C, S 5 34.6 psu). In the AREDI2400 case, by

contrast, the mean temperature and salinity (T5 1.988C,
S5 34.66 psu) lie much closer to the intermediate water

end member (T 5 28C, S 5 34.53 psu), suggesting that

only 22% of the water at 408S is of North Atlantic (T 5
4.58C, S 5 35.15 psu) origin, 29% is Circumpolar Deep

Water, and 49% is intermediate water. Increasing

ARedi leads to a decrease in North Atlantic water but

an increase in Circumpolar Deep water and inter-

mediate water. As there is no deep water formation

at these latitudes, we interpret these changes as a

northward shift in the front between fresher but

denser Antarctic BottomWater and saltier but lighter

North Atlantic Deep water. It appears that when

ARedi is larger, Antarctic watermore readily escapes the

Southern Ocean, reducing the deep cross-ACC density

gradients and thus the transport.

What accounts for the shift in the deep front? As

shown in Fig. 13a, the region of increased density in

AREDI2400 lies immediately below a region where

the wind stress curl increases. Because the wind stress

curl in this region is negative, this change makes the re-

gion less favorable to downwelling. A hypothesis, then, is

that the change in wind stress curl propagates all

the way to the bottom because the mean currents in

this region (black line, Fig. 13b) are faster than

the baroclinic Rossby wave speed c5bL2
R (red line,

Fig. 13b). This means that the baroclinic concentra-

tion of momentum near the surface described by Gill

(1982) is unable to hold. Currents which flow much

faster than the baroclinic Rossby wave speed display

an equivalent-barotropic structure and as such the

flow at depth is closely related to the surface flow

FIG. 11. Salinity fields at (left) 500–1500 and (right) 2000–4000m. Values for (a),(b) AREDI400, (c),(d) AREDI2400, and (e),(f) the

difference between the two. Note that the increase in Pacific sector salinity within the Southern Ocean shallower depths can be tracked

back to the North Pacific, while the differences at greater depth are largest within the Southern Ocean.

978 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 50

Brought to you by University of Washington Libraries | Unauthenticated | Downloaded 01/16/21 08:30 PM UTC



[see also Hughes (2005) for more discussion of this

mechanism].

4. Conclusions

In this study, we observed dynamical changes that

arose in the circulation in the Southern Ocean due to

variations in the lateral eddy mixing. Our results dem-

onstrate that in a coupled climate model, increasing the

value of ARedi acts in the same general sense as in-

creasing the value of AGM. Both parameters should be

taken into account as important to the circulation in the

Southern Ocean. Using a coupled model helps to illu-

minate the multifaceted relationships between mixing,

sea surface temperatures, winds, and subsurface den-

sity structure. In contrast to model studies such as

Gnanadesikan and Hallberg (2000) where surface den-

sities were fixed to observations, coupled models allow

for changes in winds, SSTs and subsurface density to be

dynamically consistent.

Increasing ARedi resulted in a notable slowing of the

transport of the ACC. However, the greatest changes in

transport occur outside of theDrake Passage, suggesting

that modelers may need to consider a wider range of

diagnostics than just the transport within the pas-

sage when assessing the representation of the ACC in

models. The relative change in transport was about

2.5 times greater in magnitude than the relative change

in wind stress, suggesting that simple models that predict

that the transport is directly proportional to wind stress

(Wang 1994) or wind stress curl (Warren et al. 1996)

are unlikely to be correct. We hypothesize that the

FIG. 12. T–S plots for the Southern Hemisphere from 608S to the equator in the (a) AREDI400 model and

(b) AREDI2400 model. Contours show potential density referenced to 3000m. The red star shows average value

at 408S.

FIG. 13. Explaining deep density changes. (a) Southern Hemisphere changes in density at 400m (colors; kgm23) overlaid with contours

of wind stress curl anomalies showing that the most intense changes are found in latitudes with positive anomalous wind stress curl.

(b) Comparison of zonally and depth-averaged velocities (black line) and zonally averaged Rossby wave speed (red line), showing that

between about 658 and 408S the mean velocities exceed the first baroclinic Rossby wave speed and so changes in wind stress curl would be

expected to be communicated to the bottom.
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changes in transport in the Southern Ocean were

caused by alterations to the density structure to the

north of the ACC channel, although naively we would

not expect varying ARedi to produce such a change, in

conjunction with increased wind stress curl in the

Southern Ocean. An increase in density in intermediate

and deep waters on the northern edge of the ACC

appears to explain the change in transport. By des-

tratifying the North Pacific and increasing northern

overturning (Gnanadesikan et al. 2015a; Bahl et al.

2019), increasing ARedi shallows the pycnocline and

increases the density of intermediate waters to the

north of the ACC. This reduces the density contrast

across the ACC and thus decreases the thermal current

shear in the upper half of the water column. We ob-

serve that increasing the wind stress curl within the

Southern Ocean in regions where the eastward veloc-

ities are higher than the Rossby wave speed is associ-

ated with isopycnals moving upward in the water

column, effectively allowing dense Antarctic waters

to penetrate a little further to the north, contributing

to the reduction of density contrast in deep waters where

it can have a large impact on transport. Our results sup-

port both the ideas that changes in large-scale over-

turning can affect theACC (followingGnanadesikan and

Hallberg 2000; Fu�ckar and Vallis 2007) and that changes

in wind stress curl may also affect ACC transport [though

not to the extent hypothesized by Warren et al. (1996)].

Although the range of ACC transports seen herein is

significant, it is much smaller than the range seen in the

CMIP5 models (Beadling et al. 2019) as well as in

Russell et al. (2006). This suggests that though ARedi

coefficients differ greatly between models, they are un-

likely to account for the majority of the differences in

transport. Rather, it is likely that differences in overturning

in the Northern Hemisphere, or large differences in the

structure of Southern Ocean winds (processes which may

be linked to each other) play the dominant role.

Our results also illustrate the impact of including

more realistic representations of ARedi in ocean models.

The representation of ARedi developed by Abernathey

and Marshall (2013) produces a transport of 158 Sv,

which is reasonable by the standards of CMIP3 or

CMIP5, despite having ARedi coefficients which exceed

10 000m2 s21 in some locations. From this we conclude

that these high values are occurring in locations where

they have relatively weak impact on the density struc-

ture. The full 2D structure is important–zonally aver-

aging the diffusion coefficient produces a much larger

impact on transport. This may be because zonally av-

eraging the diffusion coefficient raises it in places

where Abernathey and Marshall (2013) find suppres-

sion of ARedi by fast moving currents with larger tracer

gradients. Future work will need to provide a fully

three-dimensional picture of how this critical parame-

ter varies, both in space and time.
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